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Abstract—In WiFi-based indoor positioning, the received signal strength (RSS) measurements are commonly used to estimate the mobile user location. However, these measurements significantly fluctuate over time and are susceptible to human movement, multipath and Non-Line- of-Sight (NLOS) propagation, which reduce the location accuracy. In this paper, an enhanced positioning method based on the nearest neighbor algorithm is proposed. The set of the RSS samples recorded from several Access Points (APs) is used rather than their average, for reducing the location errors introduced by the RSS variations and the multipath problem. The proposed algorithm, named the Nearest Kth Nearest Neighbor (NK-NN) is experimentally evaluated and compared to other powerful methods. The results show that the proposed method outperforms these methods.
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I. INTRODUCTION

Over the last decades, researchers have developed various approaches for mobile positioning to meet the growing demand for accurate positioning systems. Achieving a good positioning, the Global Positioning System [1] (GPS) has been widely used in outdoor environments. However, the GPS is unavailable inside buildings, due to the weakness of its signal that cannot penetrate obstacles. Several alternative technologies have been used to locate a Mobile User (MU) in indoor environments, such as ultrasonic, infrared, pedestrian inertial, and radio frequency (Wi-Fi, RFID, Bluetooth, Ultra Wide Band (UWB), and Zigbee) technologies [2-6].

Wi-Fi is the most popular technology used for indoor localization, due to its availability in most buildings and the widespread of its signal over long distances. However, the WiFi-based location techniques suffer from the problem of signal fluctuations, caused by the interferences from other devices operating in the same band and multipath propagation. Many Wi-Fi based methods have been proposed to address these effects, using path loss model [7]. However, the use of these methods is restricted, due to the requirement of map information [8] and a fixed receiver’s direction [9]. On the other hand, the location fingerprinting [10] is considered as the most viable approach for indoor localization; it uses a radio map for matching the spatial positions and the signal strength recorded at these positions. This technique consists of two principal phases: a training phase and a locating phase. During the training phase, the RSS samples are collected at each Reference Point (RP) and stored in a training database (fingerprints). The locating phase compares these measurements with the actual measurement, recorded at an unknown location, to find the similar fingerprint and return the corresponding location as the estimated location. However, this approach suffers from the problems resulting from noisy RSS values and similar fingerprints.

This paper presents a fingerprinting method using the Wi-Fi strength signal for indoor positioning. An enhanced version of the nearest neighbor algorithm, called the NK-NN, is proposed to reduce the positioning errors, produced by multipath and RSS variations. We use the set of the RSS samples, i.e. all the RSS samples, collected for training and testing, instead of their averages, which are usually used in the standard KNN and its variants. To screen out the noisy RSS testing samples, each testing sample is compared to each fingerprint and only the sample that has the minimum distance is selected for the positioning calculation. Then, a classification process is performed on the Kth-nearest training samples of different RPs. This process helps in pruning the noisy training RSSs and excluding them from the localization. The experimental results show that the NK-NN method performs better than other similar methods.

The rest of the paper is organized as follows. Section 2 reviews related work on location fingerprinting using RSS; it is followed by the description of the proposed positioning method.
in Section 3. The performance of the proposed method is evaluated experimentally and compared to those of other positioning methods in Section 4. Finally, Section 5 draws some conclusions.

II. LOCATION FINGERPRINTING BASED ON RSS MEASUREMENTS

In the specialized literature, location fingerprinting based on RSS measurements is classified into two main categories: deterministic and probabilistic techniques. In this section, a review of the main location fingerprinting techniques is presented.

A. Deterministic Techniques

Deterministic techniques rely mainly on using the average of the training RSS measurements and comparing them to the actual RSS measurement, to find the similar fingerprint. The KNN is the basic localization fingerprinting method, which was first used in the Radar system [11]. It first finds the K-nearest RPs of the mobile user location, based on the Euclidian distance between the training and testing RSS measurements. Then the coordinates of these K nearest points are averaged to find the position of the mobile user. In [12], the location accuracy is improved by using the weighted average of the coordinates of the k closest points; the weights are calculated by inverting the Euclidean distances. The experimental results in [12] show that the WKNN can achieve a better accuracy than the KNN and the simple NN methods. In [13], we have proposed an improved method, called Improved Nearest Neighbor (INN), based on the NN technique. This method uses all the training RSS samples without averaging, and chooses as position of the mobile user the position that has the highest occurrence among M positions, estimated using the NN algorithm. However, its drawback is that the results depend on the storage order of the training samples in the MxL training matrix, where L is the number of reference points and M is the number training samples per reference point.

In the previous methods, a fixed number k of nearest neighbors is used. However, this number may be changed during the positioning process to improve the positioning accuracy. Using this idea, Shin et al. [14] proposed the Enhanced Weighted KNN (EWKNN) algorithm, which improves the accuracy by changing dynamically the number k. Therein, the Euclidian distance is calculated and compared to a given threshold, and the RPs that have a distance greater than this threshold are eliminated. Then, the distances of the remaining RPs are sorted in ascending order and the differences between the smallest and the other distances are calculated. Only, the RPs whose difference is less than or equal to the average of all distances are retained in the location calculation. According to the experimental results in [14], this method outperforms the NN, the KNN and the WKNN methods.

Petric et al. [15] proposed another location method to determine dynamically an optimal value of the number of the nearest neighbors, k, based on analyzing the radio map and the environment structure. This algorithm is referred to as Dynamic KNN (DKNN). Therein, after finding the first (closest) neighbor in radio domain, it is decided to include the following nearest neighbors based on their distance from the first one in radio and space domains. If the first point is in a distance larger than a threshold, the number of neighbors, k, is set to a large value Kmax and the Kmax nearest points are used to calculate the MU’s position. Otherwise, the next neighbors should be analyzed. The DKNN reduces the maximum errors by 35% compared to the standard KNN method [14].

B. Probabilistic Techniques

Instead of representing the location fingerprints by the mean of the RSS samples as in the nearest neighbor approach, the distribution of the these samples are used in the probabilistic approach, which models the location fingerprint with the conditional probability and utilizes the Bayesian inference concept for location estimation [5, 16]. The probabilistic approach allows for a better handling of the noise in wireless channels. The location estimation is based on the likelihood or posterior probabilities. In particular, given the fingerprints data, the probability of the measurement conditionally to different locations is calculated and the location with the highest probability is selected as the estimated location.

The posterior distribution of the location conditionally to the measurement, denoted x, can be calculated using the Bayes theorem:

\[ p(l|x) = \frac{p(x|l)p(l)}{p(x)} = \frac{p(x|l)p(l)}{\sum_{i=1}^{M} p(x|l_i)p(l_i)} \]  \hspace{1cm} (1)

where \( p(x|l) \) is the likelihood function, \( p(l) \) is the prior probability of location \( l \), \( p(x) \) is a normalizing constant that does not depend on the location, and \( M \) is the number of RPs in the area of interest. If the prior is uniform, the likelihood function completely determines the posterior distribution of the location. Several methods can be used for estimating this likelihood function, including the Kernel [10, 16], the histogram [17] and the Gaussian mixture [18] methods. It can be shown that the estimate that minimizes the mean squared errors is given by:

\[ E(l|x) = \sum_{i=1}^{M} l_i p(l_i|x) \]  \hspace{1cm} (2)

where \( l_i \) is the location of the ith reference point. Including the coordinates of each reference point in the location estimation can reduce the large-sized errors [16].

The Kernel method is a probabilistic based method used to estimate the likelihood function. It approximates the probability density function of an observation (measurement) \( x \) at a location \( l \) by using the Gaussian function:

\[ p(x|l) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \]  \hspace{1cm}(3)

where \( \mu \) is the mean of the RSS measurements around the reference point \( l \), and \( \sigma^2 \) is the variance of these measurements. This method has the advantage of being less sensitive to outliers than the histogram method. However, it is more computationally expensive.

The histogram method classifies the RSS measurements into bins of equal size and assigns a weight to each bin based on the number of measurements falling into it. The location estimate is then given as the mean of the RSS measurements in the bin with the highest weight. This method is computationally efficient but may suffer from underestimation of the uncertainty in areas with few measurements.

The Gaussian mixture method models the RSS measurements as a mixture of Gaussian distributions, each representing a different location. The location estimate is given as the mean of the Gaussian distributions weighted by their respective probabilities. This method is more accurate than the histogram method but requires more computations.

In conclusion, the choice of the probabilistic method depends on the specific application and the available resources. The deterministic methods are simpler and faster but may suffer from location errors in noisy environments. The probabilistic methods, on the other hand, are more accurate but require more computations and may be more sensitive to outliers.

Finally, in recent years, there has been a growing interest in the use of machine learning techniques for location fingerprinting. These techniques can learn the mapping between the RSS measurements and the location using a large amount of training data. The most common machine learning algorithms used for this purpose are Support Vector Machines (SVM), Random Forests, and Artificial Neural Networks (ANN). These methods can achieve high accuracy but may require a large amount of training data and can be computationally expensive.
\[
p(x|I) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sqrt{2\pi} \sigma} e^{\frac{(x-x_i)^2}{2\sigma^2}}, \tag{3}
\]

where \( n \) is the number of training RSS data in each location, \( x_{i,l} \) is the \( i \)th RSS training sample at location \( l \), and \( \sigma \) is an adjustable parameter that determines the Kernel width.

The likelihood function may also be estimated using the histogram method. During the training phase, for each location \( l_i \), a histogram is constructed from the RSSs measurements acquired at this location. At the testing phase, the algorithm retrieves the probability of the testing RSS sample conditional to a location, from the histogram at this location. The number of bins used to compute the histogram is a parameter that must be chosen to obtain the best results.

### III. The Proposed Nearest K\textsuperscript{th} Nearest Neighbor (NK-NN) Positioning Method

The nearest neighbor methods use the average of the RSS measurements, which reduces the computational time in the location process. However, they do not accommodate the existence of temporal variations and RSSs fluctuations. Furthermore, if the environmental condition has changed significantly from the training to the locating phase, the fingerprints require to be recollected to have an accurate positioning. The proposed method can mitigate these problems by using a large amount of the signal strength measurements during the training and location phases. The Euclidian distance is used to match the current measurements to those of the database. The proposed positioning method consists of two phases: the offline training phase and the online location phase, as shown in Fig. 1.

#### A. The Offline Training Phase

The training phase, also known as the planning phase, is dedicated to build the training database (fingerprints). This training database reflects how the signal propagates in the area of interest. The area of interest is divided into a grid in which each node represents a reference point. At each reference point, \( M \) RSS samples are collected from each access point, and stored in a database, together with their corresponding positions.

#### B. The Online Location Phase

In this phase, the user seeks to discover his whereabouts by collecting \( N \) RSS samples from each access point at his current unknown location. Given these measurements, the algorithm searches in the fingerprinting database, constructed in the previous phase, to find the similar fingerprint, which is retained as the user estimated location. To achieve an efficient estimation, we propose an algorithm based on the nearest neighbor method. Our algorithm operates according to the following steps (Algorithm 1):

1) Each sample of the \( N \) RSS testing samples is compared to each sample of the \( M \) RSS training samples collected at each reference point, using the Euclidian distance, calculated as follows:

\[
D_{j,m}(l) = \sqrt{\sum_{i=1}^{n} (RSS_{j,i} - RSS_{m,i}(l))^2}, \tag{4}
\]

where \( RSS_{j,i} \) is the \( j \)th RSS testing sample \((j = 1, ..., N)\) collected from the \( i \)th access point \((i = 1, ..., n)\) and \( RSS_{m,i}(l) \) is the \( m \)th training sample \((m = 1, ..., M)\).
recorded at the $l^{th}$ location (RP), from the $i^{th}$ AP, in the area of interest.
2) For each training sample, at each reference point, only the minimum distance among $N$ distances is selected for the following process. Consequently, $M \times L$ distances are obtained and stored in a matrix $D_{M \times L}$, of dimension $M \times L$. This pruning allows discarding the noisy RSS testing samples collected during the location process.
3) Classify the distances in each column of the matrix $D_{M \times L}$ in ascending order to obtain a matrix $D_{C_{M \times L}}$, so that $D_{C_{1, l}} < D_{C_{2, l}} < \ldots < D_{C_{M, l}}$, $l = 1, \ldots, L$.
4) Store the $k^{th}$ element of each column of the matrix $D_{C_{M \times L}}$ in a vector, i.e. take for the $l^{th}$ RP the $k^{th}$ smallest distance, as shown in Figure 2. The $k^{th}$ selected distance is indicated by the blue circle for each column of the matrix $D_{C_{M \times L}}$. Notice that the RPs may be affected different values of the parameter $k$, since they are not equally placed vis-à-vis the access points. This means that some RPs are privileged compared to other RPs. The choice of the best value for $k_l, l = 1, \ldots, L$ is determined by trial and error using cross-validation with the training data. This data is divided in 10 folds, nine folds are used for training and the tenth fold for testing to determine by trial and errors the best value of the parameter $k$ for each RP. Several values for the set $k_l, l = 1, \ldots, L$ are tried and the set of values that provides the best generalization is selected.
5) Finally, from the constructed vector choose the location of the reference point that has the minimum distance as the estimated position. Therefore, this algorithm could be named the nearest $k^{th}$ nearest neighbor.

IV. EXPERIMENTAL RESULTS
In this section, we describe the testbed’s layout and the data collection, and discuss the obtained experimental results. The performance of the proposed method is compared to those of other methods available in literature. The effects of the number of training and testing RSS samples on the performance of the
Our experiment was conducted in the Signal and Images Laboratory, situated on the third floor of the Electronics Department at the Sciences and Technology University of Oran. This testbed area of approximately \((11\text{m} \times 10\text{m})\) was covered using 4 TP-Link access points, as shown in Fig. 3. Thirty-six reference points, separated by 1m, were considered. The fingerprints were collected at these RPs and stored into the fingerprint database. We collected 1000 RSS samples, at a rate of 20 samples/second, from each AP. This data represents the training data. The testing data was collected later in the same day in the same conditions and with the same hardware. At each reference point, 100 measurements were recorded. The mobile user is a Toshiba Laptop, running windows XP Service Packet 3, and equipped with a D-Link AirPlusG DWL-G650 Wi-Fi card.

A main issue in the proposed NK-NN algorithm is how to choose the best values of the indices \(k_l\). These values were determined experimentally, using 10-folds cross-validation with the 1000 training samples. We could determine a set of values, which provides no localization errors, i.e. a perfect generalization. This set is: \(k_{14} = k_{17} = k_{18} = 250\), \(k_{19} = 130\), \(k_{32} = 10\), \(k_{34} = 50\) and \(k_l = 95\), for the other values of \(l\).

Figure 4 plots the positioning errors of the NK-NN algorithm versus the reference points, using the above set of \(k_l\) and the testing data. It can be noticed that the NK-NN algorithm can locate the user’s position exactly (positioning error = zero) in about 61% of the reference points, while in 25% of the RPs the error is between 1m and 1.4 m, and in about 14% this error is between 2 m and 2.24 m. The NK-NN method can locate the position of a mobile with a mean error of 0.59 meters.

The performance of the proposed NK-NN method is compared to that of other positioning methods in Fig. 5, where its Cumulative Density Functions (CDF) of the location errors, is plotted together with those of the EWKNN, the DKNN, the INN, the Kernel and the histogram methods. In 67% of cases, the NK-NN method can locate the mobile user’s position within 0.42 meter, whereas the EWKNN, the DKNN, the INN, the Kernel and the histogram methods can locate this position within 1.53, 1.39, 1.26, 1.22 and 1.30 meters, respectively. Table I lists the statistics of the position errors (mean, median, 67%, 90% and maximum errors), for the six positioning methods. It can be noted that in terms of mean error, the NK-NN method has a better performance than the other methods, with improvements of 53.91%, 47.32%, 43.25%, 43.81%, and 55.97%, over the EWKNN, the DKNN, the INN, the Kernel and the histogram methods, respectively.

In indoor localization, the acquired RSS measurements are usually affected by multipath, NLOS and human movement, which lead to reduced localization accuracy. The use of a large size of RSS measurements may limit the errors resulting from these impairments. Hence, we analyze in this paper the impacts
of the numbers of training and testing RSS samples on the location accuracy, for each of the above positioning methods. Figure 6 plots the mean localization error versus the number of training samples for each method. It can be noted that in the deterministic methods, the variations in the positioning errors in function of the number of training samples are small, because the average of the RSS measurements is used; in the probabilistic methods, these errors oscillate but overall tend to decrease when the number of samples increases, while in the proposed NK-NN method, they decrease when the number of samples increases, which means that the large number of samples is well exploited. From this figure, it can be observed that beyond 200 training samples, the NK-NN method has the best accuracy, compared to the other methods.

Figure 7 plots the mean localization error versus the number of testing samples, for the six positioning methods. It can be noted that in the five other methods, no decrease in the mean error occurs when the number of testing samples is increased beyond a certain value, which depends on the used method, whereas in the NK-NN method, the positioning error decreases when the number of testing samples increases. This can be explained by the fact that no averaging is performed in this proposed method. Hence, increasing the number of testing samples just helps to select the correct nearest RP by screening out the noisy RSS values.

From the above discussion, we conclude that increasing the numbers of the RSS samples used in the training and testing phase plays an important role for enhancing the location accuracy in the proposed method. However, the counterpart of this is an increase in the computational time.

To evaluate the computational complexity of the NK-NN algorithm and compare it to those of the other algorithms, we use the running time parameter. Table 2 lists the running times of the EWKNN, DKNN, INN, Kernel, histogram and NK-NN algorithms, which have been implemented using Matlab 2014, running on a Dell Laptop, equipped with a processor Intel (R) Core (TM) i5-6200U CPU @ 2.30 GHz and 8 GB of RAM, and operated with windows 10, 64 bits. These running times were obtained using 1000 training samples and 100 testing samples. It is well known and this is confirmed by Table 2, that the deterministic methods that use the average of RSS samples, like the EWKNN, and the DKNN, have a lower complexity than those that use the distribution of the RSS samples, like the INN, the Kernel, the histogram, and the NK-NN. From this table, it can be observed that the NK-NN method takes 0.62 second to calculate the mobile user’s position. This time is to be compared with 0.79 and 2.32 seconds, the time required by the INN and the Kernel methods, which are the closest methods, in terms of location accuracy, to the NK-NN method.

In the previous experiment, all the reference points were used for both training and testing. For a further assessment, the experiment is modified so that the reference points are divided into about 20% for testing and the other 80% for training, as shown in Figure 8. The reference points that are used for testing are indicated by green squares, while those used for training are in blue. Figure 9 plots the CDFs of the location errors for the EWKNN, the DKNN, the Kernel, the histogram, and the NK-NN methods. As expected, it can be observed that the location accuracy decreases for all positioning methods, and the CDFs
their average, for reducing the errors produced by the noise in wireless channels. The presented experimental results show that the proposed method has the best performance, compared to other positioning methods from the specialized literature. By using the NK-NN method, the location accuracies of the EWKNN, the DKNN, the INN, the kernel, and the histogram methods are improved by 54%, 47%, 43%, 44%, and 56%, respectively. The effects of the numbers of training and testing RSS samples on the performance of the proposed algorithm are also investigated.

TABLE III

<table>
<thead>
<tr>
<th>Method</th>
<th>Distance Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>EWKNN</td>
<td>3.23</td>
</tr>
<tr>
<td>DKNN</td>
<td>3.76</td>
</tr>
<tr>
<td>Kernel</td>
<td>3.34</td>
</tr>
<tr>
<td>Histogram</td>
<td>3.60</td>
</tr>
<tr>
<td>NK-NN</td>
<td>3.05</td>
</tr>
</tbody>
</table>
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