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Abstract—In this paper, a novel computationally affordable method to generate long binary sequences featuring desired properties is presented, based on the use of a number of shorter non-linear binary sub-sequences. The paper shows the relationship of the Auto- and Cross-Correlation (AC, CC) of the generated long binary sequences with the AC and CC of constituent sub-sequences. It is also shown that the starting bit position of sub-sequences has an important role on AC and CC of the generated sequences. To generate the optimal long binary sequence from correlation points of view, Particle Swarm Optimization (PSO) algorithm is employed. All the techniques stated in the literature to improve the PSO are implemented and it is clearly shown that the constriction factor and the variable population size turn out to have a great impact on minimizing the fitness function (RMS of AC) representing the target Correlation properties expected for the resulting long sequence. Possible application scenarios for the long sequences generated by the proposed method are also discussed and evaluated.
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I. INTRODUCTION

DIRECT Sequence Spread Spectrum (DS-SS) technologies differentiate the users’ channels by codes rather than by frequency filtering and time gating, thereby allowing for multiple access on the same channel throughout the network. In SS technology, the signal transmission is spread over a broad band; the spreading scheme is known only to authorized users, while for unauthorized ones the signal is embedded in noise and undetectable. This technology found first wide usage in military communications, as a Low Probability of Intercept (LPI) and anti-jamming method. Later on, it was applied in the civil communications scenario, to enable, among the others, multiple users communication. Code Division Multiple Access (CDMA) was first proposed to the cellular service in 1989, and commercially introduced in the mid 90s.

Since then, CDMA has been employed in many radar and satellite-based communication systems, such as Globalstar [1], and even in Intelligent Transport System (ITS) [2]. In the satellite domain, CDMA is employed in some of the Global Navigation Satellite Systems (GNSS) like Galileo, COMPASS (provided by China) and Global Positioning System (GPS). It is highly important to note that conversion of FDMA to CDMA in GLONASS is reported as an increasing likely event [3], [4]. Multi Carrier CDMA (MC-CDMA) is a multiple access (MA) technique which combines the DS-CDMA and the orthogonal frequency division multiplexing (OFDM) signaling. The robustness of MC-CDMA to multipath fading and the low chip rate requirement are among the most important advantages provided by this technique [5]. Wideband CDMA (WCDMA) is another type of CDMA used in the third generation (3G) mobile systems which is designed for multimedia communications with higher data rate [6]. Frequency Division Duplex (FDD) and Time Division Duplex (TDD) operations are covered by WCDMA. The Pseudo Noise (PN) sequences are being used for both purposes of spreading and scrambling the signal, to expand its bandwidth and randomize the spread signal, respectively [7].

Different parameters take effect on the performance of a DS-CDMA system. Correlation properties are among the most significant features of the PN sequences used as spreading codes, that are to be evaluated. The similarity of two signals may be determined by this measure: the correlation between two sequences is called Cross-Correlation (CC), otherwise, Auto-Correlation (AC). The AC profile may impact on the interference mitigation and subsequently on the CDMA capacity [8], [9]. The ideal AC profile is a Dirac delta function which is maximum at the main-lobe (null shift) and has a 0 value at any other position (the so-called side-lobes).

To emphasize the impact of the sequence correlation properties on the spreading system, a few cases can be mentioned as follows. In MC-CDMA, by maximizing the AC of the received signal, the number of subcarriers and the guard interval are primarily determined; secondly, the distortion on the received signal is degraded [10]. Many techniques may be found in the literature to overcome the different types of interference. The use of spreading sequences with appropriate correlation properties may allow to effectively control the multiple access interference (MAI) and inter-symbol interference (ISI) [11]. The correlation properties of the sequence set also impact on the capacity of both CDMA [12] and optical CDMA [13] systems. Sequences with low CC properties are highly demanded in MA systems. Further, since the scrambling codes are employed to randomize the users, good correlation properties are also required for these codes [14], [15]. A unique scrambling code is utilized in each WCDMA cell [16].

Most of the widespread used binary sequences are linear, meaning that they can be generated through linear functions, such as additions and multiplications, often by means of deterministic constructions such as Linear Feedback Shift Registers (LFSRs). However, adopting non-linear binary sequences may
provide further benefits, such as increased robustness against attacks trying to guess the spreading code used, increased cardinality of the sequence set, and better randomness properties [17]. The sequence construction method presented in this paper relies on short non-linear De Bruijn binary sequences to generate long non-linear codes. In fact, the generation of non-linear sequences exhibits great complexity, especially when the length of the sequences increases, which makes it not affordable in real-time systems [18]. Longer sequences with desired properties may be achieved by selecting and combining short codes, through suitable optimization algorithms, as discussed within the paper.

Particle Swarm Optimization (PSO) is one of the heuristic search method which is inspired by the ability of the flocks of birds and school of fishes and herds of animal. The information sharing is the main key of their ability to adapt to their environment, avoid the predators and find the source of food [19]. The original PSO (OPSO) is proposed by Kennedy and Eberhart [20]. According to the literature, PSO is more efficient computationally [19] compared to the Genetic Algorithm (GA) and has better performance in terms of success rate and solution quality in comparison with GA, Memetic Algorithms (MA), Shuffled Frog Leaping (SFL) and Ant-Colony Optimization (ACO) [21]. Many researches have been attempted to improve the OPSO by use of different techniques explained in section IV-A.

Many researches may be found in the literature dealing with the generation of the spreading sequences with low correlation properties to improve the performance of communication systems. The available works are discussed in II.

The rest of paper is organized as follows: after reviewing related work on binary sequences construction in Section II, the proposed construction method is presented in Section III, where the desired AC properties of the final binary sequences are also discussed. The same Section also motivates the use of De Bruijn Sequences (DBSs) in the generation process. The Particle Swarm Optimization (PSO), applied as an Evolutionary Algorithm (EA) to generate the optimal sequences (i.e. featuring low AC side-lobes), according to the defined constraints, is discussed in Section IV. Section V presents the simulation results on the proposed construction algorithm and on the application of the generated sequences in Long Term Evolution (LTE) systems; finally, Section VI draws the conclusion of the paper.

II. RELATED WORK

Liu, in [22], proposes a binary sequence construction method based on a chaotic system. Randomness and also correlation properties of the generated sequences are considered in the paper. Despite the generated sequences exhibit good properties, the author does not recommend this method to be used for generating long sequences, in systems operating in real-time. A new method based on generalized orthogonality is presented in [23], to generate the binary sequences with Zero Correlation Zone (ZCZ) of width $Z_0 \leq \frac{N}{|C|} - 1$, where $N$ and $|C|$ are the sequence length and the size of sequences set (also called cardinality), respectively. The ZCZ is a set of shift values for which the sequence correlation amounts to zero. According to the results discussed in this paper, generating sequences featuring a ZCZ longer than the maximum channel delay helps suppressing the ISI and MAI. However, the sequences generated by means of the method proposed in this paper outperform the ones obtained according to [23], from the correlation point of view.

A novel PN sequence generator is presented in [24], in which LFSR-based construction is utilized. The novelty of this implementation is the use of a dynamic feedback. After applying the correlation and security analysis, reported in [25], on the sequences generated in [24], they have not been found useful for CDMA communications, due to the poor correlation quality.

To the best of our knowledge, [26] and [27] are the only works that investigate on the generation of binary random sequences based on EA. The use of Genetic Algorithm (GA) is the approach proposed in [26] to generate DBSs. Two types of mutation and also crossover are used in the implemented GA to produce the new children. It must be noticed that the method in [26] does not guarantee to generate the full length DBSs for any span value. In addition, the author denotes the fact that the presented method is not efficient for generating DBSs of span $n > 14$. Even if Turan, in [26], deploys GA as an EA to generate DBSs, the authors have found no work in the literature about the use of EA in the construction of PN binary sequences with desired properties. Mow et al. recently proposed an EA in which GA, Evolutionary Strategy (ES) and memetic algorithm are combined to generate the long binary sequences with low AC [27]. Considering the presented results in [27], the long execution time may be stated as a drawback of this methodology, with respect to the computationally affordable one herein proposed.

Considering the stated literature about the generation of suitable PN sequences for different communication systems working with ranging codes, we aim at investigating on a computationally feasible method, to be executed in real-time, as a new approach to the problem, rather than a pure mathematical one.

III. SEQUENCE CONSTRUCTION AND TARGET PROPERTIES

In this section, the sequence construction method is introduced, and the expected correlation properties of the generated sequences are discussed. Then, the contribution of DBSs and motivation for their adoption are provided.

A. Construction method and AC analysis

The construction method is indeed very simple: the new sequence is composed by two or more different sequences of the same length, i.e. belonging to the same family. Assuming the simple case of two different sequences denoted as $A = \{a_1, a_2, \ldots, a_N\}$ and $B = \{b_1, b_2, \ldots, b_N\}$, where $N$ is the sequence length, the new sequence would be presented as $S = \{a_1, b_1, a_2, b_2, a_3, b_3, \ldots, a_N, b_N\}$.

It is worthwhile to investigate on the AC profile of the aforementioned sequence $S$, considering the fact that we know the AC profile of all the possible sub-sequences, selected from
about the generation of DBSs. Some of them are based on the graph theoretic approach [29], relying on sequences of span $n$ to build new sequences of span $n + 1$ [30]–[32]. It is highly important to emphasize the fact that the generation of full sets of DBSs is still an open issue, for high span values.

The length and the number of distinct sequences are among the most important parameters to evaluate in a sequence family. These two parameters depend on the number of symbols in the alphabet ($k$) and span value ($n$), as mentioned in Eq.(3) and Eq.(4) where $N$ and $|C|$ denote the length and the number of distinct sequences [33], respectively. Since, in this paper, it is intended to use binary sequences, these equations would be simplified by substituting $k = 2$. The huge cardinality of DBSs ($|C|$) is an advantage to exploit in multiscenario applications with dense scenarios [18].

$$N = k^n$$  \hspace{1cm} (3)

$$|C| = \frac{k^{2k^{n-1}}}{k^n}$$  \hspace{1cm} (4)

As mentioned in [34], the AC and CC of DBSs are bounded according to Eq.(5) and Eq.(6). The maximum AC, as stated by this equation, is $2^n - 4\left\lceil\frac{n}{2}\right\rceil$, which is a considerably high value. Table II shows the normalized maximum absolute values of the AC side-lobes, for DBSs of span values from 3 to 5. As it is clear from the table, the maximum AC side-lobe value increases if the span value increases, which is not desirable. Likewise, according to Eq.(6), CC of DBSs covers a significant range, meaning that DBSs may have a high similarity in some index shifts.

$$0 \leq \max AC(k) \leq 2^n - 4\left\lceil\frac{n}{2}\right\rceil, 1 \leq k \leq N - 1$$  \hspace{1cm} (5)

$$-2^n \leq \max CC(k) \leq 2^n - 4, 0 \leq k \leq N - 1$$  \hspace{1cm} (6)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\max AC(k \neq 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
</tr>
</tbody>
</table>

There are two important reasons to motivate the use of DBSs in the aforementioned sequence construction method. First, the generation of DBSs of higher span values is difficult, such that it is still an open issue. Second, the $\max(|AC(k \neq 0)|)$ and $\max(|CC|)$ of DBSs increase proportionally to the span value. In addition, as mentioned in the previous section, DBSs may be started from specific bit positions so that either CCs have low values, or suppress the effect of each other.

It can be argued that the behavior of AC is important for mixing more than two sequences in a proper way. According to the sequence construction method and the derived equation (Eq.(2)), we need two long sequences to generate a single longer sequence of double length. It still may cause problems
when generating long sequences, like 1024 bit long, since two sequences of length 512 are required, with a good AC profile. Therefore, it is intended to derive a general equation to calculate the AC of a sequence composed by M sub-sequences. Eq.(7) shows the AC equation of sequence \( S \) obtained by the mix of M sub-sequences, for a shift \( k \):

\[
AC_S(k) = \begin{cases} 
\sum_{i=1}^{M} CC_{A_i}(1,k) & \text{if } \text{mod}(k, M) \neq 0 \\
\sum_{i=1}^{M} AC_{A_i}(k/M) & \text{if } \text{mod}(k, M) = 0 
\end{cases}
\]

In the above equation, \( l_s \) is the length of each sub-sequence, and \( Shf_{in}(k, i) \) is the shift index that should be applied on a sub-sequence \( A_i \), being \( \lambda = \lambda(j, k) \) according to Eq.(9). The cross-correlation terms denoted by CC have two arguments: the former shows the amount of shift, and the latter indicates which sequence should be shifted. Moreover, the superscript of the second argument shows that the sub-sequences are always shifted to right.

To understand how Eq.(7) is derived, three main issues must be paid attention to:

1) The number of sub-sequences is presented by \( M \).
2) All the sub-sequences are defined as bipolar arrays with the same length \( l_s \). Subsequently, the length of the resulting sequence \( S \) is \( M \cdot l_s \).
3) The sequence obtained mixing the sub-sequences is shown by \( S \) and the sub-sequences are illustrated by \( A_i \), where \( i \) is the sub-sequence index, from 1 to \( M \). The sequence bits are presented as \( a_{i,q} \), where \( i = 1 \ldots M \) and \( q = 1 \ldots l_s \).
4) In the sequence \( S \), all the sub-sequences are regularly repeated, like \( S = \{a_{11}, a_{21}, \ldots, a_{M1}, a_{12}, a_{22}, \ldots, a_{M2}, \ldots, a_{Ml_s} \} \) if sequence \( S \) is composed by M sub-sequence \( A_1 \), \( A_2 \) and \( A_M \), of length \( l_s \).

According to the mentioned points above, it can be simply proved that the \( AC_S(k) \) of the sequence \( S \), for any \( k \) value, may be rewritten in terms of the CC’s or AC’s of the sub-sequences. As an example, \( AC_S(2) \) is computed below, for a sequence \( S \) composed by three sub-sequences (\( M = 3 \)) of length \( l_s = 4 \):

\[
\Rightarrow AC_S(2) = CC_{A_1 A_2}(1, A_2^T) + CC_{A_2 A_3}(1, A_3^T) + CC_{A_3 A_1}(0, A_1^T)
\]

To expand and generalize Eq.(8), aiming at a final sequence \( S \) featuring a near-optimal AC (i.e. an AC profile approaching a two-valued curve), we need to find the answers to the following questions. To simply understand the question, consider \( CC_{A_i A_j}(k, A_j^T) \) as a model, based on which each term of Eq.(8) follows:

1) Which sub-sequences should be correlated together? (Finding \( i \) and \( \lambda \))

2) How many times the corresponding sub-sequence should be shifted? (Finding \( k \))

As it is clear from the terms in Eq.(8), and due to the periodic repetition of all the sub-sequences, the first sub-sequence at each correlation term (subscript \( i \)) is fixed for any \( k \) value, and \( i \) goes from 1 to \( M \). The second sub-sequence at each correlation term (subscript \( \lambda \)) depends on the \( k \) value and the sequence number. All the parameters in the correlation terms can be found by the subscriptions of the elements of the sequence \( S \). Table III shows the subscriptions of the first \( M \)-tuple of the sequence \( S \): the first argument in each parenthesis identifies the sub-sequence number, and the second argument is the bit position in that sub-sequence.

Since the sub-sequences are periodically repeated, as mentioned above, all the sub-sequence numbers may be found at any \( M \)-tuple in the first argument. Likewise, the first argument in parenthesis in the first column periodically repeats \( [M, M-1, \ldots, 2, 1] \). In fact, we need to map the shift index \( k \) to the mentioned matrix. Therefore, Eq.(9) may be used for mapping, where \( j \) and \( \lambda \) are the sub-sequence numbers of the non-shifted (shown by blue color in Table III) and shifted sequence (shown by red color in Table III), respectively. Moreover, \( Seq_{Ind} = [1, 2, \ldots, M-1, M, 1, 2, \ldots, M-1, M] \).

\[
\lambda = Seq_{Ind}(M-(k-1)+(j-1)), j = 1 \ldots M \quad (9)
\]

It is important to note that Eq.(9) does not work for \( k > M \), as \( k \) continuously increases from 1 to \( M \cdot l_s \) and \( [M, M-1, \ldots, 2, 1] \) is periodically repeated in the first argument of the first column. Thus, the \( k \) factor should be modified in Eq.(9). Eq.(10) may be employed to tackle this problem. In fact, parameter \( k \) in Eq.(9) should be substituted by the \( x \) of Eq.(10). In Eq.(10), \( mod \) is the modulo function.

\[
x = T(mod(k, M) + 1), \quad T = [M, 1, 2, \ldots, M-1] \quad (10)
\]

The same way is utilized to formulate the shift index mentioned in Eq.(7). The following table shows the amount of shift for each sub-sequence at each rotation. Table IV is derived from Table III. This table may be formulated according
to Eq.(11), where $x$ is obtained from Eq.(10) and $\lfloor \cdot \rfloor$ is the floor function.

$$Shf_{in}(k) = \begin{cases} \lfloor \frac{k}{M} + 1 \rfloor & \text{if } x \geq i \\ \lfloor \frac{k}{M} \rfloor & \text{if } x < i \end{cases}$$  (11)

### TABLE IV
SHIFT INDEX VALUE AT EACH ROTATION

<table>
<thead>
<tr>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td>$M+1$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td>$M+2$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2M$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>...</td>
<td>2</td>
</tr>
<tr>
<td>$2M+1$</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>...</td>
<td>2</td>
</tr>
<tr>
<td>$2M+2$</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>...</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M+M$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
</tbody>
</table>

**IV. OPTIMIZATION OF THE GENERATION PROCESS**

### A. Background

PSO is a metaheuristic optimization approach inspired by the bird flock simulation. The original PSO (OPSO) is proposed by Kennedy and Eberhart [20]. Since OPSO is unstable, many works have been presented to improve the algorithm from the divergence point of view. Several papers in the literature, like [35], [36], show that PSO has been applied to solve problems with continuous, discrete, and even mixed variables.

In OPSO, particles are the sets of variables which form a potential solution. The set of particles is called swarm. The particles fly in a multidimensional space to find the optimal solution. Each particle has a position and a velocity. According to the PSO algorithm, different factors determine the new velocity of each particle. The velocity in the previous position is one of the parameters which take effect on the new velocity value. Likewise, two distances are used to find the new velocity. The former is the distance between the current position of each particle, and the position in which it had its own best experience so far. The latter is the distance between the current position of each particle, and the best position with respect to all the positions that all the particles experienced so far. After updating the velocity of each particle, their position will be updated by the new velocity and the position taken in the last iteration. Considering the explained strategy, the OPSO is formulated as per Eq.(12):

$$
\begin{align*}
    v_{ij}^t &= v_{ij}^{t-1} + c_1 r_1 (P_{best_{ij}}^{t-1} - x_{ij}^{t-1}) + \\
    &+ c_2 r_2 (n_{best_{ij}}^{t-1} - x_{ij}^{t-1}) \\
    x_{ij}^t &= x_{ij}^{t-1} + v_{ij}^t \\
\end{align*}
$$  (12)

where the parameters have the following definitions:

$v_{ij}^t$, $x_{ij}^t$: the component (velocity and position) $j$ of particle $i$ at time/iteration $t$;

$P_{best_{ij}}^t$, $n_{best_{ij}}^t$: the best experience of each particle and swarm, respectively, at time/iteration $t$;

$c_1$, $c_2$: individual and social acceleration constants;

$r_1$, $r_2$: uniform distributed random values.

A fitness function, $f(.)$, is a function of all the variables that shows the goodness of each particle. In fact, $P_{best}$ and $n_{best}$ are selected from the swarms based on the value of $f(.)$, for each particle. The selection of $n_{best}$ also depends on another factor which is the search type. In general, the search type may be global or local, respectively known as $gbest$ and $lbest$. The $gbest$ will perform if each known particle is able to communicate with all other particles. In other words, if the Fully Connected topology is selected as the neighborhood topology, the particles use the $gbest$ in the given space. Otherwise, the neighborhood topology implements the $lbest$. It is proved that PSO based on $lbest$ usually outperforms the $gbest$ [37]. Even if $gbest$ may have the faster convergence, $lbest$ has the benefits of better exploration and promising results [37], [38].

![Fig. 1. (a) Ring and (b) Fully-Connected topology](image)

Many researches have been carried out to evaluate different population topology options. Ring, Mesh, Star, Tree and so on are among the popular population topology models. Fully-Connected and Ring are the most popular utilized topology models, as illustrated in Fig. 1. In comparison to the Fully-Connected, the Ring topology has higher convergence rate [39].

As stated above, the OPSO is not stable, hereby, we need to use the suitable modified PSO. Different variations to Eq.(12) have been proposed to improve the OPSO. One popular way is the use of variable acceleration coefficients ($c_1$ and $c_2$). Another approach is to apply the so-called inertia weight and constriction factor [40], [41]. The simultaneous adoption of different variations is to be carefully evaluated, as some of the improvements are not compatible. Other works proposed to improve the PSO algorithm by applying the mutation [42], [43].

### B. PSO applied to the proposed generation method

In this section, the described PSO algorithm is applied to the constructed sequences based on Section III. The DBSs are employed to generate longer sequences, that are named as New Shuffled DBSs (NSDBSs). The AC of the NSDBSs depends on the CC and AC of each sub-sequence, as stated in the previous section. To achieve an appropriate AC of the
new longer sequence, we need to find out the best starting bit position (SBP) of each sub-sequence involved in NSDBSs. The PSO algorithm is used to find the SBPs of the sub-sequences. Since DBSs of span 5 are used to generate the NSDBSs, the bit position changes between 1 and 32. Therefore, the integer PSO algorithm should be implemented.

As mentioned above, OPSO is unstable and it should be modified to improve its performance. The first technique relies on employing the inertia weight ($\omega$), which is proposed by [44], to have a better convergent behavior. The effect of this parameter is on the speed of particles at their previous position, as shown in Eq.(13). The use of a time decreasing $\omega$, from 1.2 to 0.9, in [44], is also recommended, although the time decreasing function is still an open issue. The second technique, which also deals with the algorithm convergence, relies on the constriction factor (CFa). This parameter was initially studied by Clerc and Kennedy [45].

$$v_{ij}^t = CFa \left[ \omega \ast v_{ij}^{t-1} + c_1 r_1 (p_{best_{ij}}^{t-1} - x_{ij}^{t-1}) + c_2 r_2 (n_{best_{ij}}^{t-1} - x_{ij}^{t-1}) \right]$$

$$x_{ij}^t = x_{ij}^{t-1} + v_{ij}^t$$

The two factors $\omega$ and CFa explained above are obtained from Eq.(14) and Eq.(15), respectively, when $\omega_{min}$ and $\omega_{max}$ are the minimum and the maximum inertia weight. As given in Eq.(15), $\phi$ (i.e. the sum of $c_1$ and $c_2$) should be greater than 4, hereby, $c_1 = c_2 = 2.05$ if the constriction factor is applied.

$$\omega = \omega_{max} - \frac{\omega_{max} - \omega_{min}}{Iteration}$$

$$CFa = \frac{2}{2 - \phi - \sqrt{\phi^2 - 4\phi}} \quad \phi = c_1 + c_2 > 4$$

The use of variable acceleration coefficients (VAC) ($c_1$ and $c_2$) may also be applied to have better performance in comparison with OPSO. This strategy is proposed in [46]. In fact, two concerns are mentioned in [20] related to assigning large values to $c_1$ and $c_2$. First, having large value of $c_1$ leads to clustering the particles around the local optimal solution. Second, considering a large value for $c_2$ causes an unpleasant effect which is overlookering the search space. Thus, VAC is employed to cope with these issues and then we propose a modification to have a superior result in shorter time. In VAC, both $c_1$ and $c_2$ are decreasing and increasing linearly, respectively, over the simulation time. Eq.(16) indicates the general formula for both of the acceleration coefficients where $c_i$ and $c_f$ are the initial and the final corresponding acceleration coefficients [46]. In this case, $c_1$ and $c_2$ change from 3 to 0.5 and from 0.5 to 3, respectively. Actually, $c_1$ and $c_f$ depend on the problem, however, the general trend is the same as shown in Fig. 2.

$$c = (c_f - c_i) \frac{Iteration}{Iteration_{max}} + c_i$$

Considering the roles and effects of $c_1$ and $c_2$, it can be argued that changing the trend of acceleration coefficients could be helpful to optimize the results. As a matter of fact, there are two states possible in this method: $c_1$ and $c_2$ change between $[0.5, 2.5]$ and $[2.5, 0.5]$, and vice versa.

Variable population size (VPS) can be stated as an approach to achieve lower fitness function and convergence time. The dynamic population size for PSO was first introduced by Lei [47]. Two ways of diminishing and expanding PSO population size (DP-PSO, EP-PSO) are presented in [47], to implement the VPS improvement of OPSO. In EP-PSO, the more particles are involved, the greater amount of search space would be covered, in contrast with DP-PSO. Note that in DP-PSO, the particles with the largest fitness function are removed from the swarm. It is preferred to have global and local optimum search in EP-PSO and DP-PSO, respectively. Moreover, it is attempted to include both EP-PSO and DP-PSO in the simulation process. The only reason is that it helps to avoid being trapped in either local or global optima. Therefore, there are two states during the simulation: the initial state is DP-PSO. If the simulation runs for 100 iterations, and the fitness function of $n_{best}$ does not change, the state would switch to another one. The number of iteration set to change the state depends on the nature of the problem.

V. SIMULATIONS AND RESULTS

The Root-Mean-Square Error (RMSE) function is adopted to calculate the fitness function. It is due to the fact that the ideal AC side-lobes are equal to zero, thereby, it is desirable to achieve the set of sequences with zero out-phase AC. Thus, the RMS of the difference between the AC side-lobes of the sequences output from the simulations, and the ideal one, may be an appropriate function to calculate the error. The following configurations are applied to all the simulations executed:

- The population size is set to 40.
- At the beginning, the position of each particle is initialized by an integer random number generator.
- The initial velocity of each particle is zero.
- The maximum number of iterations is 1000.
- The aim is to minimize the fitness function $f(\psi) = RMSE(AC(k)); \quad 1 \leq k \leq N$, where $N$ is the number of side-lobes in the AC function.
- Both the Fully-Connected and Ring topology are implemented.
The number of DB sub-sequences used to generate a sequence of length 2048 bit is 64.

In Table V, the number of iterations at which the fitness function reaches its minimum value (before the 1000 admitted iterations), for each simulation, is indicated. If a technique is applied to the algorithm it is indicated by "1", otherwise "0". In the fourth column, Type1 and Type2 refer to the VAC technique itself and its modification, respectively. The provided results in Table V have been averaged over 10 simulation runs. Regarding to the programming aspect, PSO and all the mentioned approaches used to improve the OPSO, have been implemented in MATLAB language.

### Table V

<table>
<thead>
<tr>
<th>Test #</th>
<th>VPS</th>
<th>Variable</th>
<th>CFa</th>
<th>Type1/Type2</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>584</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>118</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1-Type2</td>
<td>118</td>
</tr>
</tbody>
</table>

Considering the fact mentioned in Section III-B, about the possibility of suppressing the AC effect of each sub-sequence, the selected sub-sequences may have a great impact on the results. The important point to focus on is that all the tests are executed over the same set of sub-sequences, to gather meaningful results for comparison. It means that the best results may also be obtained if the sub-sequences are carefully selected.

![Fig. 3. Comparison of rms function of AC side-lobes of two topology of Ring and Full-Connected for each tests](image)

Fig. 3 compares the minimum value of the fitness function for the Fully-Connected and Ring topology. In the figure, the horizontal axis has the same order of Table V. As evident from the results in Fig. 3, the Fully-Connected topology outperforms the Ring topology, specifically when neither the VAC technique nor its modification is applied (see tests numbered 3, 6, 9 and 12). In the test number 9, PSO finds the optimal result among the other tests. This test shows the impact of VPS and CFa on the PSO algorithm.

![Fig. 4. Comparison of LTE and NSDB sequences](image)

The test 9 is also performed on the DBSs to generate sequences of length 1568 bits. This specific case is motivated by the intention of comparing the resulting sequences to the ones generated and used in Long Term Evolution (LTE) systems, as provided also within the LTE simulator by Vienna University [48]. According to the simulation results, the average RMS of AC side-lobes of the NSDBS and the sequences used in the LTE simulator are 0.021 and 0.2054, respectively, which motivates the slightly superior results of NSDBS over the sequences used in LTE. Fig. 4 shows clearly the higher performance of NSDBS. It is also notable that, even if there is not significant difference between the RMS function values, unlike the LTE sequences, many zero AC side-lobe may be found in NSDBS.

It can be seen clearly from Fig. 4 that the maximum side-lobe of NSDBSs occurred at a shift index value approximately equal to 0.1. The shift indexes of the maximum side-lobe are 245 and 1323. According to Eq.(7), the AC of NSDBS at these shift indexes is equal to the sum of AC of sub-sequences at $5^{th}$ and $27^{th}$ shift indexes. Interestingly, these are related to the ZCZ of DBSs. In fact, a DBS of span 5 has a ZCZ of length 4; therefore $5^{th}$ and $27^{th}$ shift indexes are exactly next to the ZCZ. Likewise, the AC value of DBSs at these shift indexes ($5^{th}$ and $27^{th}$) has different values, which are -0.6250, -0.3750, -0.1250 and 0.1250 in the case of DBSs of span 5. As a result, the maximum side-lobe of NSDBSs can be substantially degraded if the sub-sequences are appropriately selected such that their AC values mutually cancel each other. The maximum side-lobe may be even set to zero if an even number of sub-sequences are used to generate the resulting optimal sequences.

Run-time complexity is another important parameter that can be considered to assess the algorithm performance. As mentioned in Section II, the work by Mow et al. [27], to the best of our knowledge is the only paper that intended to...
generate binary sequences with low AC by the use of EA. As reported in [27], the generation of binary sequence of length 1019 required 16.1136 hours, and the time needed exhibited a quadratic growth with the sequence length. The simulation results performed by us indicate that we are able to generate the appropriate set of binary sequences in 19 minutes. Likewise, the implemented code is run for other different lengths of 512, 1024 and 2048 to show that the proposed technique works appropriately. The simulation approximated took 3.5, 9.5 and 31 minutes, respectively. It may be stated that the run-time would be increased 3 times if the requested sequence length is doubled. Consequently, our proposed technique provides superior run-time performance, for the same RMS value of the AC side-lobe, approximately.

VI. CONCLUSION

In this paper, a method to generate long sequences, generalized to the use of M sub-sequences, has been introduced, aimed at minimizing the AC side-lobes of the resulting sequences, by exploiting the AC properties of the sub-sequences. According to the results, the AC side-lobes of the longer sequences are obtained as the combination of AC and CC values of the sub-sequences. Thereby, it is possible to control the desired AC profile of the new sequences, so that it approaches the ideal Dirac delta function. To find the best starting bit position for each sub-sequence, the Particle Swarm Optimization algorithm and its improvements have been applied.

The paper showed that mixing De Bruijn sequences according to the aforementioned approach, provides remarkable performance in terms of suppressing the AC side-lobe values of the longer sequence. All the modified PSO versions have been applied on the Fully-Connected and Ring topology. Taking into account the comparison of the achieved outcomes, we may state that the use of the Fully-Connected topology outperforms the Ring topology. As a possible application case study, it has been shown that the new sequences, resulting from the aforementioned construction method, joint the PSO algorithm, may be also utilized in LTE, thanks to their lower AC side-lobes values.

Likewise, the simulation time has been estimated, to evaluate the complexity of the process. The comparison between the obtained results and those provided in [27] shows that the proposed sequence construction methodology may generate the longer binary sequence in substantially shorter time. Note that, in order to limit the complexity of the proposed construction method, the order of the sub-sequences is fixed in the PSO algorithm, and the starting bit position is the only parameter determined by PSO. It means that the algorithm may result in sequences with even lower AC side-lobes if the order of the sub-sequences is taken into account as another parameter for optimization.
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